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I. INTRODUCTION 
Nowadays Wireless sensor networks playing vital role in all area. Which is used to sense the 

environmental monitoring, Temperature, Soil erosin etc. Low data delivery efficiency and high energy 

consumption are the inherent problems in Wireless Sensor Networks. Finding accurate data is more difficult and 

also it will leads to more expensive to collect all sensor readings. Clustering and prediction techniques, which 

exploit spatial and temporal correlation among the sensor data, provide opportunities for reducing the energy 

consumption of continuous sensor data collection and to achieve network energy efficiency and stability. So as 

we propose Dynamic scheme for energy consumption and data collection in wireless sensor networks by 

integrating adaptively enabling/disabling prediction scheme, sleep/awake method with dynamic scheme. Our 

framework is clustering based. A cluster head represents all sensor nodes within the region and collects data 

values from them. Our framework is general enough to incorporate many advanced features and we show how 

sleep/awake scheduling can be applied, which takes our framework approach to designing a practical dynamic 

algorithm for data aggregation, it avoids the need for rampant node-to-node propagation of aggregates, but rather 

it uses faster and more efficient cluster-to-cluster propagation. To the best of our knowledge, this is the first 

work adaptively enabling/disabling prediction scheme with dynamic scheme for clustering-based continuous 

data collection in sensor networks. When a cluster node fails because of energy depletion we need to choose 

alternative cluster head for that particular region. It will help to achieve less energy consumption. Our proposed 

models, analysis, and framework are validated via simulation and comparison with Static Cluster method in 

order to achieve better energy efficiency. 

 

Index Terms— Sensor nodes, Failure node, algorithm/protocol design, clustering, adaptive scheme. 

 

II. PROPOSED ALGORITHM 
The rest of the paper is organized as follows: We describe related work on prediction and clustering 

techniques in sensor networks. We describe the models, analysis, and algorithms our framework and discusses 

the implementation issues and describes the application of our framework to the design of more efficient and 

scalable data aggregation algorithms and sleep/awake scheduling. This system provides a performance 

comparison of different techniques. Finally, we conclude the paper. Our framework consists of four main 

functional components: 1) data processing and intracluster prediction. It is noted that unlike previous dual-

prediction techniques, our prediction operation can be enabled/disabled to achieve energy efficiency 2) adaptive 

cluster split/merge, 3) Sleep/awake scheme and 4) Dynamic scheme for energy efficient. Table 1 lists symbols 

used in this paper. Fig.1 shows General block diagram of this paper. 
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Fig.1. General Block diagram 

 

A.  Adaptive Scheme to Enable/Disable Prediction Operations 

Consider a cluster of sensor nodes, which can be awake or sleeping. If the sensor nodes are sleeping, 

the prediction problem is reduced to estimating data distribution parameters using history data. In this case, it 

could well be the case that the estimates are already available. We can neglect this case. If the sensor nodes are 

awake, they continuously monitor an attribute x and generate a data value xt at every time instance t. Without 

local prediction capability at the cluster head, a sensor node has to send all data values to the cluster head that 

estimates data distribution accordingly. With local prediction, however, a sensor node can selectively send its 

data values to the cluster head. One model for selective sending is ε-loss approximation: Given an error bound ε 

> 0, a sensor node sends its value xt to the cluster head if 𝑥𝑡 − 𝑥𝑡  > 𝜀. The intuition of this choice is that if a 

value is close to the predicted value there is not much benefit by reporting it. Node generation and cluster head 

selection is given in fig.2. 

 
Fig.2. Node ganeration and cluster head selection. 

 

Fig. 3 shows the pseudocode description of the algorithms at the cluster head. The cluster head 

maintains a set (a circular array) of history data for each cluster member. Lines (08)-(12) show the cluster head 

will continuously receive data values from each cluster member to update the set of history data, or when no 

data values are received will use the predicted value instead for update. The cluster head also runs a periodic 

process, Lines (01)-(06) to determine algorithm selection, with or without local prediction. The decision is 

broadcast to all cluster members. The cluster head operation is given below with proper lines. 

Fig. 4 shows the pseudocode description of the algorithms at each cluster member. Each cluster 

member maintains a set of history data of its own. If the algorithm selection is “no local prediction,” it simply 

transmits the data values. If local prediction is turned on, the cluster member will perform prediction on each 

data value. If the data value is not within the error bound, it will be sent to the cluster head too. Meanwhile, the 



An Adaptive scheme for energy consumption and data collection in Wireless Sensor Networks 

www.ijesi.org                                                        52 | P a g e  

local set of history data should be updated as well. In particular, if local prediction is enabled and the data value 

is within the error bound, the predicted value not the actual value will be included in the set of history data.  

 

B.  Adaptive Update of Clustering 

Although, we state that many clustering algorithms can be used in our framework, adaptive update of 

clustering is often required to capture the change in locality patterns. A complete reclustering is an option but 

can also be expensive. Not only it involves the establishment of clustering map for all sensors, the complete 

change in cluster membership also implies all history data and models must be constructed from scratch. In this 

section, we present algorithms for the dynamic split and merge of clusters, which require low communication 

cost.  

…………………….................................................... 

Process at the cluster head 

01:  if timeout after m*Δ seconds 

02:  for each member I in the cluster 

03:  if condition (1) holds 

04:   send message to member i to enable prediction 

05:      else 

06:  send message to member i to disable prediction 

07:  else 

08:  for each member i in this cluster 

09:  if receive a data value from member i 

10:  update the history data for member i 

11:  else 

12:  perform prediction to update the history data 

……………………………………………………………… 

Fig. 3. Operations at the cluster head. 

…………………………………………………………….... 

Process at the cluster members 

01: if prediction is disabled or  𝑥𝑡 − 𝑥𝑡  > 𝜀 

02:  send the data value to the cluster head 

03:  Update the history data using the data value 

04: else 

05:  perform prediction to update the history data 

……………………………………………………………… 

Fig. 4. Operations at the cluster members. 

 

III. EXPERIMENT AND RESULT 
A. The Scenario with Packet Loss 

Failure may not be rare in wireless sensor networks. Clearly, if an update message is lost, that is, the 

message from Line (04) or (06) in Fig. 3 is lost, the dual prediction (cluster head and cluster member) will not 

be correct. In that case, each node will perform a different prediction, therefore, leading to a possible 

misbehavior. This is a key issue that needs to be addressed in applications. One possible solution is by the 

cluster member replying a small ACK message to cluster head. As for the packets containing sensor readings, as 

long as the packet loss rate is not significant and approximation is acceptable, the impact of failure could not be 

crucial. As an example, we found in our previous aggregation work [9] that a small packet loss rate does not 

have significant impact on the final results. As a result, we focus on the discussion of adaptive scheme to control 

prediction and adaptive cluster provided justification for not considering packet loss. 

 

B. Adaptive Update for System Input Changes 

We do not claim a set of fixed parameters for the linear predictor and for the value of error bound ε. In 

practice, for many applications the model parameters and the error bound could be dynamics after setup. For 

instance, the system operator may not satisfy an initial error bound ε and want to adjust it after the system has 

been set up for a long time. In that case, the cluster head after receiving the updated system input from the sink 

should re-estimate the model parameters and diffuse to the cluster members. Based on the time cluster head will 

be changed. 

 

C.  Accommodation with Sleep/Awake Scheduling 

To allow sleep/wake scheduling for the cluster members, we replace Lines (01)-(06) in Fig. 3 by Lines 

(01’)- (07’) in Fig. 5, and by default, disable local prediction at cluster members. When a cluster member is 
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awake, the cluster head checks if the member’s data values are within the error bound with high probability. If 

yes, the cluster head will send a message to power off the member. The condition should be the confidence level 

αm is higher than the threshold αthreshold. 

When the cluster members sleep, the clusterhead will not receive any data values, and hence, it is 

impossible to perform accurate prediction. For this reason, periodic but infrequent collection of data from the 

cluster members is still necessary. The frequency of this infrequent data collection is due an optimization 

problem: if the frequency is high, the cost of collecting data can also be high; if the frequency is low, the 

prediction can be inaccurate and result in erroneous sleeping decisions. In this paper, we provide only a heuristic 

solution to the problem. Let Δ be the time interval between two consecutive reporting by a member. We set  the 

duration  of a sleep  period to mf  *  Δ, and when a cluster member wakes up, it will continuously perform data 

reading (and possibly reporting) for the next m*Δ time. Initially, mf is set to m. It can be increased if condition 

(2) consistently holds, or decreased if the condition does not hold. 

……………………………………………………………… 

Algorithm at the cluster head 

// … 

//  sleep scheduling for members, Lines (01’)-(07’) 

01’:  while member I is awake 

02’:  if timeout after m*Δ seconds 

03’:  if condition (2) holds 

04’:  let member i power off for mf*Δ seconds 

05’:  while member i is sleeping 

06’:  if timeout after mf*Δ seconds 

07’:  awake member i 

……………………………………………………………… 

Fig. 5. A variation with sleep/wake scheduling. 

 

D.  Dynamic scheme 

We develop our aggregation algorithm based on the dynamic method. In this scheme various sensor 

node from each network will be monitored for particular time period. In that which sensor node is highly 

energized and capable to link with all other region will be selected as a cluster head. By using this scheme we 

can avoid high power consumption [30]. 

 

E.  Benefits of Adaptive Scheme  

When we use dynamic scheme it will provide following advantages over static scheme: 

 Avoid high energy consumption 

 High throughput  

 Good packet delivery ratio 

 Zero packet loss 

 

Fig. 6 shows that energy consumption with dynamic scheme. First, it shows that energy consumption is 

a decreasing for without adaption. While going for with adaption by dynamic scheme, energy consumption 

reduced.  

Second, Packet delivery ratio analysis is more beneficial shown in fig.7. We emphasize that while 

communication is more expensive compared to prediction, the scheme is still applicable due to the existence of 

other computational operations (e.g., calculating coefficients, maintaining/updating history data, etc) not 

mentioned in this work. Finally, accommodating with sleep scheduling improves the performance by up to 10 

percent, mainly because we set the confidence level threshold at 90 percent. 

 
Fig.6. Energy consumption with dynamic scheme 
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Fig.7. Packet delivery ratio analysis 

 

 
Fig.8. Sleep/Awake sensor nodes. 

 

 
Fig.9.Throughput analysis of Dynamic scheme 

 

Fig.8 shows sleep/awake sensor nodes. Here the object is sensed by the sensor which is nearest to the 

object. That sensor will be in awake condition remaining sensors in that region will be in sleep condition. When 

the object is moving towards sleep sensor node, it will be enabled and object will be sensed. Sensed data will be 

transfer to cluster head. It will forward the data to base station. Here we are using DSR protocol for routing 

purpose [29]. Fig.9 shows the throughput analysis of proposed systems. It consists more efficient than the 

existing system. 

 

V. CONCLUSIONS 
We have proposed and described our framework for dynamic method. Our framework is 1) clustering-

based: sensor nodes form clusters and cluster heads collect and maintain data values 2) prediction based: 

energy-aware prediction is used to find the subtle trade-off between communication and prediction cost, and 3) 

Adaptive scheme for energy efficient. We have presented the detailed analysis and description of its two main 

components: adaptive scheme to enable/disable prediction operations and adaptive update of clustering. Via 

performance evaluation, we have shown that it achieves energy efficiency and throughput analysis. In order to 

improve throughput and to save the sensor energy we can use dynamic scheme method.  
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